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(IDS) stands out as an area of active research. Traditional methods, such as data mining, 
statistical evaluation, and artificial neural networks, face significant challenges in achieving 
accurate intrusion detection. However, the emergence of machine learning algorithms offers 
promising solutions to this challenge. This paper presents a novel approach to intrusion 
detection, focusing on leveraging deep learning methodologies. Deep learning, as an extension 
of machine learning, holds the potential to enhance the accuracy of IDS. The proposed method 
employs a cascaded three-level convolutional neural network (CNN) architecture. Efficiency 
and scalability in intrusion detection hinge upon effective feature reduction. By streamlining 
features, the capacity for intrusion classification and attack detection is significantly enhanced. 
Notably, when applied to datasets like KDDCUP99 with diverse attributes, the proposed 
algorithm achieves a detection ratio nearing 100%, albeit with a slightly lower classification 
ratio due to attribute diversity. Comparative analysis demonstrates the superiority of the 
cascaded CNN algorithm over traditional CNN methods in both feature reduction and 
classification tasks. Particularly, the proposed algorithm showcases remarkable efficiency in 
handling dynamic attributes, thereby improving classification accuracy. the proposed 
approach utilizing cascaded CNN architecture presents a substantial advancement in intrusion 
detection and classification compared to conventional methods. Through the integration of 
deep learning techniques, this methodology offers a robust solution to the challenges 
encountered in traditional intrusion detection systems. 
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1. INTRODUCTION 
 The global expansion of digitalization has 

interconnected the world into a single platform 
known as the cyber world. This encompassing 
digital realm includes all tools and platforms 
utilized for data sharing and transmission over the 
internet. However, the exchange of data within this 
vast information highway necessitates robust 
security systems to ensure the integrity and 
authentication of data. In response to these 

challenges, Anderson developed an intrusion 
detection system (IDS) in 1980, marking a 
significant milestone in cybersecurity research. 
Today, IDS remains one of the most widely 
employed methods for detecting various forms of 
malicious attacks within network environments. 
Deep learning techniques, such as Convolutional 
Neural Networks (CNN) and Long Short-Term 
Memory (LSTM), have demonstrated remarkable 
effectiveness across diverse domains, including 
natural language processing, computer vision, and 



Bhawana Choudhary, Dr. P.K Sharma                                                                                                                                               ISSN(E): 2322-0821, ISSN(P): 2394-9910 

23 
International Research Journal of Engineering & Applied Sciences | irjeas.org                                                                       Vol.12 Issue2|April - June 2024 | pp 22-28 

speech recognition. Our study introduces a unified 
model called Multiscale Convolutional Neural 
Network with Long Short-Term Memory 
(MSCNN-LSTM), which integrates spatial-
temporal information for intrusion detection 
purposes. CNN and LSTM, being prominent deep 
learning algorithms, excel in extracting spatial and 
temporal properties from datasets, respectively. 
While CNN primarily focuses on spatial feature 
extraction and has shown significant advancements 
in computer vision tasks, LSTM incorporates self-
connected memory units to capture temporal 
dependencies within sequences. The synergy 
between these techniques enables the MSCNN-
LSTM model to effectively handle intrusion 
detection challenges by leveraging both spatial and 
temporal characteristics of intrusion data. The 
complexity of intrusion data poses challenges for 
detection performance, emphasizing the need for 
feature reduction techniques. In this dissertation, 
we explore the utilization of CNN algorithms for 
feature reduction in intrusion detection systems. By 
prioritizing essential features and eliminating 
redundant ones, we aim to enhance the efficiency 
of IDS without compromising detection accuracy. 
this paper presents a comprehensive investigation 
into the application of deep learning techniques, 
particularly CNN and LSTM, for intrusion 
detection. The proposed MSCNN-LSTM model 
demonstrates promising capabilities in extracting 
spatial-temporal features crucial for effective 
intrusion detection. Additionally, our exploration of 
CNN-based feature reduction techniques offers 
insights into optimizing IDS performance. The 
subsequent sections of the paper delve into related 
work, proposed methodology, experimental 
analysis, and conclude with future research 
directions. 
 

2. RELATED WORK  
As cyber-attacks become more sophisticated, 
security has become a top priority in computer 
networks. Furthermore, as a result of the 
introduction of technologies such as the cloud, 
networks are exposed to a variety of invasive 
activities, resulting in serious degradation. They 
can also inflict massive monetary losses and have a 
negative influence on critical IT infrastructure, 
resulting in data insufficiency in cyberwar [10, 11, 
12, 13, 14, and 15]. As a result, security methods 
must be included to ensure that the system's 
security is not jeopardized. A secure system's goal 
is to detect anomalies so that valuable information 
can be safeguarded. Despite the use of safety 
features such as firewalls and encryption 
techniques, various attacks have been discovered 
that overcome the system's security protections. As 
a result, it is crucial to detect them as soon as 
possible in order to minimize the risk of harm to 

critical resources, and appropriate actions can then 
be taken to eliminate the incursion. Because of its 
robustness, an intrusion detection system (IDS) is 
the most potent tool for detecting unwanted 
attempts to access, manipulate, or disable a 
computer system, mostly via the internet. It 
analyses incoming and outgoing traffic for 
malicious activity that could compromise the 
system's security. As a result, it is a necessary tool 
for network administrators because it is impossible 
to inspect a massive volume of data travelling the 
network every second without such a device. A 
MIDS and an anomaly intrusion detection system 
are two types of intrusion detection systems 
(AIDS) [18, 19, 20]. Misuse detection compares 
the user's activity to known attack signatures, and if 
a match is found, the associated action is labelled 
as an attack, whereas in the latter, any deviation 
from regular behaviour is labelled as an attack. 
AIDS is unable to identify new sorts of attacks. 
They do, however, have a lower detection rate than 
MIDS. In addition, a suitable dataset must be 
available to evaluate the performance of IDS so 
that the system's performance may be analysed 
before it is deployed in the real world. As a result, 
researchers use a dataset to train and evaluate their 
model. However, it remains a challenge because 
only a few datasets are publicly available, and a 
few of them are incomplete and insufficient. KDD-
99, NSL-KDD, UNSW-15, and Botnet are some of 
the most often used datasets for intrusion detection. 
Misjudgement, false detection, and a lack of real-
time response are the key challenges of IDS. 
Machine learning (ML) is currently undergoing 
enormous progress as a result of the capacity of 
computer devices. As a result, because ML 
classifiers greatly improve the system's accuracy 
and robustness, they're being used in the security 
arena to report numerous attacks. For feature 
selection and classification of network data, 
researchers have recently used ML methods such as 
SVM, DT, MLP, KNN, and RF. 
 

3. PROPOSED METHODOLOGY  
The proposed algorithm of intrusion detection 
system using the principle of flow content of data.  
the proposed CNN model encompasses M=3. The 
design of class normal and abnormal of traffic data 
of intrusion. The activation function of algorithm is 
RLU and their basic value is 1. The processing of 
algorithm describes here [26, 27]. the network 
define relationship between two non-linear 
variables K and Ki+1 through network function as 
݅ܭ  + 1 = ݅݇ݓ)ߜ + ܾ) … … … … … … … … (1) 
 
Where ߜ is activation function and matrix W and b 
is called model parameters. The variable K and 
ki+1 is from of layers. the multilayer neural 
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network argumenta with advance learning called 
deep neural network. The classification of network 
defines as y=f(u). the process of network function 
defines as  

K1= 1ߜ(w1u+b1) 
 

K2= 2ߜ(w2p1+b2) 
 

Y= ܮߜ(wLpL-1+bL)
 
Where L is number of layersProcess of training of 
CNN. 
 
The relation of neurons defines the process of 
traffic data   
 

௞ܶ ∶  ܺ௡ೣ  → ௡ೣܥ  ,  where ݔ௞ 
Be the set of traffic data in neurons for the 
processing.  
 
Hypothesis of error estimated by E 
 

௝ܧ = ௝൯ݔ௝൫ܪ  + ௝ݒ ,     ∀ ݇ ൑ ݆
 
Where ܪ௝: ܴ௡ೣ  → ܴ௡೤ is the relation of multilayer 
input?  
 
estimate trained pattern  ݔ௞ = ଴ܨ  → (଴ݔ)݇ + ݇ߦ 
 
Define learning factor as  
 

Figure 1: Proposed model of CNN based intrusion detection system
 

4. EXPERIMENTAL ANALYSI 
To analyzed the performance of machine learning 
algorithm for intrusion detection system using 
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൑ ݇ +   ܣ

is the relation of multilayer 

 ݇ߦ

.௞ݔ = min௫݃ݎܽ ቐ‖ݔ െ ݔ௞‖

+ ෍ฮ
௞ା஺

௝ୀ௞
Algorithm  
Define  ݅ =  0  
 
while ݅ ൏  do ܮ 
 
process the data of intrusion and M is vector of 
convergence  
 ሼݔ௞. Ι ݇ ∈ ሾܯ . ݅, ܯ
 

.௞ݔ = min௫݃ݎܽ ቐ‖ݔ െ ௞ݔ

+  ෍
௞ା௣

௞
 
Vote the class of classifier  

Class  = ሼݔ)ݏܨ௞ିଵ. ), .௞ݔ ሽ 1). ሿܯ
 
Measure ݅ for next step 
end 
Output: Accuracy

 

 
roposed model of CNN based intrusion detection system

EXPERIMENTAL ANALYSIS 
To analyzed the performance of machine learning 
algorithm for intrusion detection system using  

 
MATLAB software. MATLAB is well
and algorithm analysis tools and supported various 
function of machine learning. The system 
configuration of machine for the simulation process 
windows 10 operating system, 16GB RAM and I7 

2322-0821, ISSN(P): 2394-9910 

Issue2|April - June 2024 | pp 22-28 

௞ିܤ‖ ଵ

ฮܪ௝ܨ௝(ݔ) െ ௝ฮݕ ௝ܴି ଵൡ 

process the data of intrusion and M is vector of 

. ܯ (݅ + 1)ሿሽ 

௞‖ ௞ܲି ଵ

෍ฮܪ௝ܯ௝ , ௝ି݌ฮ(ݔ) ଵ
௣

ൡ 

ሽ with ݇ ∈ ሾ݅. ,ܯ (݅ +ሿ 

 
roposed model of CNN based intrusion detection system 

MATLAB software. MATLAB is well-known data 
and algorithm analysis tools and supported various 
function of machine learning. The system 
configuration of machine for the simulation process 
windows 10 operating system, 16GB RAM and I7 
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processor. For the analysis of algorithm employed 
two reputed dataset of intrusion detection systems 
are KDDCUP2203 and IDS2017. The empirical 
evaluation of results measure in form of precision, 
accuracy and recall [30, 31, 32].  
 
Here we observe that the accuracy value of CNN is 
highest when number of attribute 20 and lowest 

value of accuracy in CNN when number of 
attributes is 5 or the accuracy value of ML is 
highest when number of attributes is 15 and lowest 
accuracy value in ML when number of attributes is 
5. And the accuracy value of proposed method is 
highest when number of attributes is 15 and the 
lowest value of accuracy in proposed method is 
lowest when number of attributes is 5.

 
 

 Figure 2: Performance analysis of Accuracy versus Number of attributes.  
 
Here we also observe that proposed method of 
NSL-KDD dataset is better than other method CNN  

and ML using accuracy parameter.
 
 

 Figure 3: performance analysis of Precision versus Number of attributes.  
Here we observe that the Precision value of CNN is 
highest when number of attribute 15 and lowest 
value of Precision in CNN when number of 
attributes is 10 or the Precision value of ML is 

highest when number of attributes is 15 and lowest 
Precision value in ML when number of attributes is 
10 and the Precision value of proposed method is 
highest when number of attributes is 15 and the 
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lowest value of Precision in proposed method is 
lowest when number of attributes is 25. 
 

Here we also observe that proposed method of 
NSL-KDD dataset is better than other method CNN 
and ML using Precision parameter.

 

 Figure 4: performance analysis of Recall versus Number of attributes  
 
Here we observe that the Recall value of CNN is 
highest when number of attribute 15 and lowest 
value of Recall in CNN when number of attributes 
is 10 or the Recall value of ML is highest when 
number of attributes is 15 and lowest Recall value 
in ML when number of attributes is 25 and the 
Recall value of proposed method is highest when 
number of attributes is 15 and the lowest value of 
Recall in proposed method is lowest when number 
of attributes is 10. 
 

5. CONCLUSION & FUTURE WORK  
The subsequent discussion delves into the 
methodology of machine learning, examining the 
strengths and weaknesses of various approaches 
concerning intrusion detection capability and 
model complexity. Recent research indicates a 
prevalent use of Convolutional Neural Network 
(CNN) methodologies to bolster the performance 
and efficacy of Network Intrusion Detection 
Systems (NIDS) in terms of detection accuracy and 
reducing False Alarm Rates (FAR). Notably, CNN 
techniques feature prominently in approximately 
80% of proposed solutions, with decision tree (dt) 
and Multilayer Perceptron (MLP) emerging as the 
most favoured algorithms. Furthermore, analysis 
reveals that about 70% of the recommended 
approaches were evaluated using the KDD Cup'99 
and NSL-KDD datasets due to the wealth of data 
available in these repositories. Nevertheless, as 
these datasets fail to adequately represent recent 
network threats, the applicability of proposed 
solutions in real-time scenarios is somewhat 
limited. To address these limitations and enhance 

intrusion detection accuracy, this study underscores 
the importance of bridging research gaps. 
Specifically, there's a need for improving model 
performance in detecting low-frequency attacks in 
real-world environments. Additionally, the 
exploration of cost-effective strategies to 
streamline complexity in proposed models is 
deemed essential for achieving optimal 
performance in intrusion detection applications. 
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